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Abstract

An andyss of how various road infrastructure improvements affect traffic-related fatdities
and injuriesis conducted while controlling for other factors known to affect overal safety.
The road infrastructure e ements analysed include total 1ane miles, the fraction of lane miles

in different road categories (interstates, arteria, and collector roads), the average number of
lanes for each road category, and lane widths for arterials and collector roads. Other
variablestha are controlled for in the study include total population, population age cohorts,
per capitaincome, per capita acohol consumption, seat- belt legidation (and seat-belt usage),
and a proxy varigble that represents underlying changes in medica technology. The data
used is a cross-sectiond time series database of U.S. states and is analysed using afixed
effects negative binomia regression that accounts for heterogeneity in the data. Data from all
50 states over 14 yearsisused. Results strongly refute the hypothesis that infrastructure
improvements have been effective a reducing tota fataities and injuries. While contralling
for other effectsit isfound that demographic changes in age cohorts, increased sest-belt use,
reduced acohol consumption and increases in medica technology have accounted for alarge

share of overdl reductionsin fatdities.
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I ntroduction

The upgrading of road infragtructure has normaly been seen as atechnique for reducing
fatadities and injuries associated with traffic crashes. Higtorica trends would tend to support
this viewpoint as fatdities per mile travelled have declined substantidly over the last 30-40
yearsinthe U.S. This has coincided with the congtruction of the Interstate highway system
and changesin engineering standards that have resulted in roads that generdly have fewer
curves, fewer roadside hazards, and both wider travel lanes and more travel lanes.

Conventiond traffic engineering would not question the assumption that “ safer” and
newer roads reduce fatalities. However, thistype of approach tendsto ignore behaviora
reactions to safety improvements that may off-set fatdity reduction gods. For example, if a
two lane road is expanded to four lanes this could potentialy reduce the risk of head-on
collisons but may aso result in many driverstraveling a higher speeds, potentidly leading
to no gainsin safety. Of course, increased speeds alow increased mobility berefits even if
the costs associated with crashes are not reduced.

Micro-scae andysis of specific safety improvements may show that various crash
types can be reduced by road improvements. Thistype of andysiswill not, however, show
what the system+wide effects' on totd fataities and injuries may be, nor will it necessarily
control for other effects and changes that occur Smultaneoudy over time, such as
demographic changes or increased seet-belt usage. A review of the road safety literature
reveals that many studies do not control for time, thus potentialy biasing the results of their
anadyses. Aswill be shown, those studies that have used time series data generaly find
results smilar to the results of this paper. Many studies also aggregate fatd and injury

crashes without specifying how various policies may result in different outcomes on each.

! systemwide effects are defined to include interactions between the road infrastructure, the vehicle, and the
behavior of the driver.



This paper uses aggregeate state-wide data on fatdities and injuries to determine
whether road infrastiructure has been beneficid in reducing fatditiesand injuries. Severa
variables are used to define road infrastructure. These are totd lane miles, the average
number of lanes for aternative road classes, the lane widths for dternative road classes, and
the fractional percent of each road class within agiven sate. Changesin horizonta
curvature, shoulder widths, the separation of lanes with medians, and the presence of roadside
hazards, are not examined. However, one would expect new lane miles constructed over time
to have fewer of these characteristics than older infrastructure. Thus the lane mile variable
serves as a proxy to represent these “improvements’ in road design. Cross-sectiond time-
series datais used in afixed effect negative binomid regresson anadysis to analyze the
impact of these infragtructure variables. This technique controls for unmeasured varigbles
that may aso be affecting the dependent variable,

The underlying engineering hypothesis is that road infrastructure “improvements’
will reduce both fatdities and injuries. However, it is not found thet this hypothesis can be
supported. Results actudly tend to suggest the counter-intuitive hypothess that these type of
road “safety improvements’ actudly lead to satigticaly significant, though smal, increases
intotal fatditiesand injuries, dl elseequa. This result has aso been suggested by other
recent research using aggregete safety data, which is reviewed in the next section.

Having found this counter-intuitive result other factors that may have led to the
observed decreases in totd traffic-related fatdities are andysed and controlled for in the
andyses. Changes in demographics, measured by changes in age cohorts are found to have a
large effect, due primarily to fewer young people and more elderly people. Improvementsin
medica technology, measured usang white infant mortality rates as a proxy variadle, isfound
to be satistically significant. Increased seat- belt usage and reduced acohol consumption aso

has had a mgor effect on reducing fatalities.



The paper is organized asfollows. A brief review of relevant literature on some
previous empirical andysis that supports the counter-intuitive hypothessis presented.
Trendsin the data are then examined. Thisisfollowed by the estimation of severa models
and adiscussion of the results. Conclusions and implications for transport and safety policy
are then discussed.

Literature Review and Theor etical Background

Much of the research in highway safety and the relationship to infrastructure (or geometric
design) has focussed on specific design ements and attempts to quantify their accident
reduction potentia (Transportation Research Board, 1987; McGee et d, 1995). Much of this
previous research has focussed on calculating “ accident reductionfactors’ associated with
“improvements’ in specific design dements. The Transportation Research Board (1987)
evauated much of the exigting literature and moddling efforts to devel op accident reduction
factors. Various gaps in knowledge were identified but the report generally concluded that
new and better design standards were leading to safety improvements.

The National Cooperative Highway Research Program (McGee et d., 1995)
attempted to fill some of the identified gapsin knowledge and produced a number of new
moddling results. All these models, however, do not control for other effects and do not
consider systemwide impacts. Many aso fal to distinguish between the severity of different
crash typeswhich is crucid information needed for cost benefit andlyss.

One problem with much of the early work in this area was inadequate statistical
modelling. For example, many studies used smple ordinary least squares estimation which
assumes anormal distribution in the data. Accident data, which congsts of the number of
accidents, or count data, is poisson distributed. Miaou & Lum (1993) discuss many of these
datistica issues and conclude that elther a poisson or negative binomia regresson possesses

more desirable statistica properties for estimating these type of modds. In paticular, the



negative binomid digtribution accounts for overdisperson in the data and overcomes the
limitations of the poisson distribution which assumes the mean is equd to the variance.
Much of the review that follows, therefore, focuses on more recent work that has generdly
used more gppropriate Satistical models (as opposed to the work in the Transportation
Research Board (1987) specia report that pre-dated many of these studies).

Vogt and Bared (1998) evauate changesin design parameters for two lane rura roads
using data from the Highway Safety Information System. Using a population of highway
segments for two gates (Washington and Minnesota) they derive detailed satistica modds
linking desgn dements to both total crashes and more serious crashes involving afatality or
injury (however, not disaggregating between these two). The results of their moddling
support the conventiona engineering hypothesis. For example, they find that increasing lane
widths and less horizontal curvature reducestota crashes. While using time- series datathey
do not gppear to contral for timein their mode, nor other factors that may change over time.
They acknowledge the limitations of their modd and that various key variables may be
omitted. Thelack of contralling for time series effects, as well as cross-sectiond effects, is
likely to bias the results of thisstudy. Hauer (2001) demondtrates that the use of unequal
road segments and the assumption of congtant overdispersion could aso bias the results of
Sudies such asthis.

Aggregate data andysis has dlowed other factorsin addition to infrastructure related
factorsto be andysed. Fridstrom & Ingebrigsten (1991) estimate amoded using monthly data
on traffic accidents for 18 countiesin Norway. They find that extensons and improvements
to the national road network do not have the expected effect of improving safety. They dso
find that more congested roads leads to fewer casudties. This study used time-series datato
control for many different causa factors that aso contribute to crashes. Karlaftis & Tarko

(1998) andyze time-series county level data from the state of Indianaand find that increased



road mileage leads to increased accidents. Both these studies use aggregate cross- sectiona
time-series data and a negative binomid regresson smilar to the anayss presented here.

Milton & Mannering (1998) find amilar results usng data from the State of
Washington. While they find that increased average annud daily traffic leads to an increase
in accidents, they aso find that when the percent of thistraffic a the peak increases, then
accidents decrease (i.e., congestion leads to reduced accidents).

Milton & Mannering (1998) aso examine various geometric design eements for
principd arterids. They find that increasing the number of lanes on a given road segment,
leads to more accidents and that in Eastern Washington, narrower “substandard” lane widths
(of lessthan 3.5 metres or 11.5 ft) reduce accident frequency. They aso found that
horizonta curvature does not by itself increase accidents but was dependent upon whether
large straight sections preceded the curves. While this latter result supports the hypothesis
that reducing horizonta curvature reduces accidents, it does suggest that roads with extensive
curvature may not necessarily be less safe than sraighter roads. Milton & Mannering (1998)
do not control for any time series or demographic effectsin their study.

Vitdiano and Held (1991) dso find that more lanes leads to more crashes, though
they use only cross-sectiond datain their andyses. Sawaha & Sayed (2001) aso find an
association between the number of lanes and increased crashes on arterials.

Shankar et a. (1995) edtimated a series of negative binomid regresson modelsina
study of the Interstate 91 corridor in Washington state. They found that when curves are
spaced further apart (i.e., fewer curves per mile) thereis an increase in more severe
overturning accidents. This same study also found that highway segments that have curves
with lower design speeds result in fewer accidents relaive to those with higher design speeds,
though the presence of snowfal tended to increase accidents on those segments with curves

of lower design speeds. Shankar et a. (1995) found that those accidents attributable to



curves of lower design speeds tended to be less severe than those associated with curves of
higher design speeds.

Abdd-Aty & Radwan (2000) found that ‘improvements in geometric design
variables reduce accidents. These included the degree of horizonta curvature and shoulder,
lane and median widths. They estimated a negative binomia regresson modd with road
segment data from an arterid highway in Horida. One problem with this study (other than
the lack of control for time and demographic effects) isthat it does not control for repeated
obsarvations (that is, multiple sampling of accidents from each segment). Shankar et d.
(1995) do contral for this by induding section-specific constants in their models. This could
perhaps account for the very different results shown by these two studies.

Ivan et d. (2000) using data from Connecticut found that link segments with larger
shoulder widths have more singe-vehicle crashes, but do not explore this result in detail.

Council & Stewart (1999) andysed the safety effects of converting two lane rurd
roads to either four lane divided roads or four lane undivided roads. They found some
ggnificant reduction in accidents for the conversion to divided roads but less sgnificant
results for undivided roads. They consder their research preliminary and inconclusive;
however, it does suggest that while specific improvements such as separating lanes (or
inddling medians) may be relaively effective, merdly adding more lanesisnot. Hadi et d.
(1995) analysed specific road improvements such as increasing shoulder and lane widths and
found some effectiveness for these treatments. A study by Porter & England (2000) found
that red-light running was more likely at intersections with more lanes, this could imply that
the likelihood of a crash at these intersections may be grester.

Increased congestion levels have often been assumed to lead to increased risk for
drivers. Thiswould imply that infrastructure changes or capacity increases that reduce

congestion and increase flow would lead to reductionsin risk. For example, wider lanes are



acknowledged to lead to increases in vehicle speeds and hence are effectively adding capacity
(Trangportation Research Board, 1987). Zhou & Sisopiku (1997) andlyze a specific highway
link in Michigan and find that the relationship between the volume/capacity ratio and

accidents follows a U-shaped curve; initidly as the retio increases, accidents decrease, then
turn up again & higher congestion levels. More importantly, fatal accidents were found to
decrease conggtently with higher congestion levels. Thisisnot asurprisng result snce
speeds will be lower under congested conditions. One would expect more minor vehicle
interactions (i.e., fender benders) under congested conditions, but fewer fatdities. Dickerson
et d. (2000) show this result by modelling London accidents with tota vehicle flow data.
They find that generdly, margind accident rates increase with increased flow, though they

did not disaggregate by leve of severity and speculate thet this could result in a different
result. lvan et d. (2000) in astudy of link-ssgments in Connecticut found thet Sngle-vehicle
crash rates are highest when volume- capacity ratios are low, but found no effect for multi-
vehicle crashes.

Shefer & Rietveld (1997) argue that the benefits of congestion reduction must be off-
set by higher accident costs. They present some empirica data to support their hypothesis,
but do not control for other factors. Currently, most justifications for highway projects
assume lower accident costs with decreasing congestion.

To alarge extent the idea that both increased capacity and infrastructure
improvements may lead to increased risk can be explained by behaviora responses from
drivers. Many infragtructure improvements tend to make the driving task less taxing such
that the driver may reduce the level of concentration needed to maintain the sameleve of
safety. Mahde & Szternfeld (1986) hypothesized that improved engineering standards
influence driver perceptions due to smplification of the driving task, resulting in an

underestimation of the difficulties of the driving task. The net result could be anincreasein



accidents. Mahad & Szternfeld (1986) provide some illudtrative examples of how this could
occur.

Most road improvements also dlow greater speeds. This could be another underlying
factor that explains the results that are found. Some of the behavioural responses discussed in
the literature on risk compensation (Peltzman, 1975) and risk homeostasis (Wilde, 1982)
touch on these issues, though thisis clearly a controversd area.

No literature appears to have analysed the impact of medica technology
improvements on fatdities and injuries. Lave (1985) used hospitals per square mileto
attempt to account for access to medical services (in the event of a crash). Thiswould serve
to control for rura areas being less accessble to fast medica care for emergencies. He found
this variable to be sgnificant, though his andyss suffers from not controlling for either
cross-sectiond or time-series effects.

The model developed beow uses white infant mortdity rates as a proxy for medica
technology. This does not gppear to have been sudied within the safety literature. However,
thereisa strand of literature that hypothesized that high aggression levelsin society lead to
increased traffic fatalities. To examine this hypothesis Sivak (1983) correlated homicide
rates and fatality rates from other accidents with vehicle fatality rates. This was done usng
one year of data a the sate leve, thusit does not control for either cross-sectiond or time-
series effects. Nevertheless, Sivak (1983) found a correlation between homicide fatality rates
and treffic fatdity rates. He aso found a correlation with fataity rates from other accidents.

It is possible that these corrdations are merely driven by underlying differences in medica
technology between States.

It isclear from areview of the rdevant safety literature that most andyses have not
controlled for time-series and cross-sectiond effects. Two exceptions are Fridstrom &

Ingebrigsten (1991) and Karlaftis & Tarko (1998) who found results that question whether



new infragtructure (represented by new lane miles) leads to reduced fatdities. Y et many of
the other sudies, such as Milton & Mannering (1998) have results suggesting that
conventiond engineering wisdom may be suspect. The large literature on risk compensation
a 50 suggests counter-intuitive results but has not focussed on road design variables. In
generd, none of these studies have highlighted their unexpected results, but taken asawhole,
certainly suggest that conventiona hypotheses that road “improvements’ improve safety
should be reevduated. The analysis presented below eva uates these issues, but first the next
section discusses the data used, various trends in the data, and the estimation methodology
used.

Data, Trends, and M ethodology

To analyze the relationship between road infrastructure and safety a cross-sectiond time-
series data base was collected for dl 50 U.S. states over 14 years (from 1984 to 1997). This
data was collected from the Federd Highway Administration (FHWA) Highway Statistics
series (see, for example, USDOT, 1998). Thefatdity datawas available for every state over
al 14 years (for atotd of 700 observations). The injury data had some omissions for some
states and years giving atota of 657 observations. Figure 1 shows trendsin tota UStraffic
fataities and injuries between 1967 and 1995. Totd fatdities have generadly been decreasing
over thistime period while total injuries have shown an upward trend, though when
caculated as arate per vehicle miles of travel (VMT) both have decreased over time. It
should be noted that the fatdity datais generaly quite accurate asiit is based on the Nationd
Highway Traffic Safety Adminigration’s (NHTSA) Fata Accident Reporting System
(FARS). Theinjury datatendsto be less accurate and is based on NHTSA's Generd
Edtimates System (GES) which is based on a sampling of injury accidentsin the US.

Data on road infrastructure included tota lane miles (excluding local roads), average

number of lanes by functiond road category (interstates, arterias, and collectors), percent of



center-line miles with a given lane width by road category, and the fractiond percent of each
road category in agiven state (including loca roads within the denominator). Interstates are
controlled access highways built to the most rigorous and consstent design standards.
Arterids are generdly mgor multi-lane or intercity roads, perhaps with some controlled
access, but generdly not. These aso tend to be mgor connector roads within cities and
suburban areas. Collector roads are smaller scale roads that generally connect local
distributor roads with arterials.

Trends in each of these variables, for the entire US, between 1985 and 1997, are
displayed in Table 1. In generd, these trends show that policies aimed at upgrading the
design of road infragtructure have been very effective. We see that total lane miles
(excdluding local roads) have grown marginaly over thistime period. The average number of
lanes on interstates and arterids has grown dightly while there has been vituraly no change
in the average number of lanes on collectors. In generd, there are more lane miles of higher
functiond dassfication, with the percert of interstate lane miles growing by 5.65% and the
percent of arterial lane miles growing by 8.62%. This has been at the expense of the percent
of collector lane miles which have shrunk by 4.00%. The changesin arteria and collector
lane widths have been most dramatic. The percent of arterials with lane widths of 9 ft or less
has decreased by 48.33% while arterias with lane widths of 12 ft or greater have increased
by 10.76%. Some 67% of arterias aready had 12 ft or greater lane widths in 1985 and this
fraction increased to 74% by 1997. A smilar trend is gpparent for collector road lane widths,
with a move towards more roads with wider 11 or 12 ft lanes and fewer with 9 ft or 10 ft
lanes. Obvioudy, a casud interpretation of these trends and those for totd fatdities would
suggest that as we have upgraded highway facilities, we have reduced fatdities.

In addition, estimates of seat-belt usage, by state, were used to control for the effects

of increased seet-belt use. Thisdatawas only available snce 1990. The effects of seat- belt
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use are dso controlled for using dummy variables for those states with ether primary or
secondary seat-belt laws (described further below).

Daaon totd population, VMT, per capitaincome, alcohol consumption and
population by age cohorts was dso collected. These are used in the models discussed below
primarily to control for other factorsthat are likely to affect fataities and injuries.

The method selected to estimate the effects of these varigbles on totd fatditiesisthe
fixed- effects overdispersion model developed by Hausman et d. (1984).2 This procedure
uses a negative binomia distribution which has been acknowledged as the correct ditribution
to use for count data such as the generation of traffic-related fataities (Karlaftis & Tarko,
1998). Hausman et d.’s (1984) method has the additiond benefit of accounting for
heterogeneity inthe data. Thisis done by conditioning the joint probability of the counts for
each group upon the sum of the counts for the group. This differences out the dispersion
parameter for each group and dlows the analyst to account for heterogeneity between groups.
That is, lack of information on other factors that may influence the dependent variable does
not result in biased estimates.

The number of fadities (or injuries), y;, for agiven time period, t, is defined by the

negative binomid probability mass function:
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where g; is the rate of overdispersion for each group and G() isthe gammafunction. In this
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formulation the dependent varigble, | ,, , is defined for each group over agiven time series.

The modd can be written as;

2 See al'so Cameron & Trivedi (1998) for agood discussion of these models.
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|, =" i=1..N t=1..T
The independent variables, x;; are defined over N cross-sectiond units and over T time
periods. The parameter b is estimated by maximum likelihood estimation.

Another method, known as the random effects model, assumes that the inverse of the
overdispersion parameter varies randomly between groups with a betadidribution. This
method assumes that the random effects are uncorrelated with the regressors, while the fixed
effect modd does not make this assumption. [If this assumption does not hold then the fixed
effects modd would provide congstent coefficient estimates while the random effects mode
would not. Hausman et d. (1984) show that the Hausman specification test can be used to
test which model is more gppropriate. For the data andyzed here it was found that the
hypothesis of afixed effects model could not be rgjected in al but one case.

These gatistical methods provide severd advantages over previous sudies. Lave
(1989) criticizes the use of aggregate datain accident anayss. He compares results usng
datewide data for dl highway types with data disaggregated by highway type and shows
different results on key policy variables. Hisandyss, however, uses aone-year cross-section
of data and hence cannot adequatdly control for the many other factors that may influence the
modd. Likewise, Loeb (1987) uses aggregate data with various socio-economic variablesto
andyze fadity rates. While showing severd formulations that suggest robust results, the use
of aone-year cross-section cannot control for heterogeneity in the data for the various states
Fridstrom and Ingebrigsten (1991) point out that the key advantage of using aggregate datais
that it can capture effects such as blackspot migration which could be potentidly lost using
disaggregate data (Boyle & Wright, 1984). Despite this, the studies of Loeb (1987) and other

work criticized by Lave (1989) are probably not deficient for the use of aggregate data, but

% Loeb (1987) identifies three policy variables that may affect fatality rates. These are statewide beer
consumption, whether or not the state has a vehicle inspection program, and speed. Interestingly, he finds that
highway miles are not significant.



rather for the use of indadequate statistical techniques that do not account for heterogeneity
and effects unmeasurable to the analyst as causdl factors.

Modelling Results
A number of different models were estimated using the data described previoudy. The key

variables of interest are the infragtructure variables and other variables that change over time.
Theseincluded, age cohorts, per capitaacohol consumption, seat-belt laws (and usage), per
capitaincome, and population. Vehicle miles of travel (VMT) was dso included in models
without the population varigble due to their high collinearity. These results were essentidly
similar to the population models and are not shown for brevity.*

Tables 2 and 3 have reaults for fixed effect negative binomiad modes estimated
controlling for state population. As mentioned previoudy, random effects models were dso
estimated but were rgjected by the Hausman specification test, except in one case which is
discussed below. Dependent variables are indicated for each modd and were total traffic-
related fatdities (DEATHS) and totd traffic-related injuries INJURED). The years of data
used in the estimates are d o listed. Models A and B in both Table 2 and 3 do not include
proxies for medica technology improvements. These are added in models C and D. Table 3
replaces the variables for seat-belt laws with a seet-belt usage rate for each state. This data
was only available from 1990 to 1997 and therefore these models contain a shorter time
series of datathan thosein Table 2. Table 4 contains arandom effects negative binomia
mode corresponding to the fixed effects modd estimated as model 3-C. This modd was not
reected by the Hausman specification and is included here as alikely superior modd to that
of 3-C. Inthefollowing sections the results of the infrastructure variables are discussed fird,
followed by a discussion of demographic and trend variables, and then other key variables.
The magnitude of the estimated coefficient impacts on expected fataities and injuriesis dso

discussed.
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Infrastructure Variables

Totd lane miles are found to be highly sgnificant in the fatdity modes (2-A and 2-
C). Inmodels 3-A and 3-C, based on a shorter time series and controlling for seat-belt usage,
total lane miles shows asmall negative effect.> However, the random effects specification of
mode 3-C in Table 4, shows that the lane mile coefficient is highly sgnificant and postive.
For injuries, this varidble is aso sgnificant in modd B but loses sgnificance and magnitude
inmode D (in both Tables2 and 3). Initid expectations were that this variable would be
sgnificant with a negative Sgn, implying that additiona lane miles reduce fatdities and
injuries. If this variable had been found to be insgnificant then this would be a strong
concdluson initsdf Snceit is generaly assumed that newer lane miles, which are designed
with the most recent engineering design standards will be safer. A result showing no
ggnificant effect would therefore be quite surprising. While the results are less convincing
based on the shorter time series of Table 3, these results tend to suggest that additiond lane
miles actudly increase fatdities while dso having asmdl postive effect on injuries.

Three variables were congtructed to measure the average number of lanes for the three
different road classes (interstates, arterias, and collectors). Thiswas done by dividing the
total lane miles of each road class by the center line milesfor that road class. Thisgivesan
overdl average of the number of lanesin agiven gate. Results show that states with more
lanes (on average) on interstates and arterias will have more injuries. No sgnificant effect is
shown for fatditiesin the modesin Table 2, however the modesin Tables 3 and 4 do show
aggnificant and positive effect. An increase in the number of lanes on collector roads leads
to more fatdities and possibly asmdl (inggnificant) reduction in injuries (though this effect

isnot picked up in the moddlsin Tables 3 and 4).

* See Noland (2001), a previous version of this paper that includes modelswith VMT.

® Thisresult appears to be due to the shorter time series and not the inclusion of the seat-belt usage variable.
Models specified with the seat-belt laws showed a similar negative coefficient, though with slightly lower
significance.
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This result again goes againgt conventiona assumptions. Normaly it is assumed that
increasing highway capacity (by adding lanes) will aleviate congestion and reduce accidents.
Thiswould imply that we would expect negative coefficients on dl these varidbles. These
results suggest that thisis not the case and that added lanes (on average) is probably
detrimenta to overall safety. Some prior research has found similar results (Vitaliano &
Held, 1991; Sawalha & Sayed, 2001).

To control for the type of road infrastructure in each State, the percent of lane miles
for each functiond category was included in the model. In theory, one would expect that
additiona higher functiona categories, such as interstates, would result in fewer fataities and
injuries. This seemsto be the case for injuries, as Models 2-B, 2-D and 3-D have sgnificant
negative coefficients. However, no significant effect appears for the impact of more
interstate lane miles on fatdities. Results are somewhat mixed for the effect of arterid and
collector lane miles. The moddsin Table 2 suggest that more arterid lane milesreaultsin
more fadities with modd 2-A being sgnificant and mode 2-C having a pogtive but
indgnificant coefficient. Tables 3 and 4 do not have Sgnificant effects on thisvariable.
Collector lane mileslead to more fatdities and injuries in the models of Table 2, but show no
ggnificant effect in the models of Table 3 and 4 with shorter times series. Arterid roads are
generdly consdered less safe than most other road categories (primarily due to poor access
control) and these results tend to support that conclusion.

Increasing the lane widths of roads is normaly seen as a srategy for reducing
accidents. Those states with more arterials with lane widths of 9 ft or less have fewer traffic
injuries, asis shown by the satistical significance of the coefficient in models 2-B and 3-B
and the negative 9gn in models 2-D and 3-D. The coefficient on this varidble is generdly not
sgnificant for the fatality modes with the exception of the mode in Table4. The

coefficients for arterials with lane widths of 10 ft are al negetive and often Sgnificant in
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Table 2 for both injuries and fatdities. The coefficients for arterias with lane widths of 11 ft
are dso negative and sgnificant (in Table 2). The coefficient for arterid lane widths of 12 ft
or greater isdso not Sgnificant for ether injuries or fatdities.

For collector lane widths we see asimilar, but dightly different pattern. The
coefficient for collectors with lane widths of 9 ft or less are negative and sgnificant
indicating that smadler lane widths reduce both fatdities and injuries. For 10 ft lane widths
thereis generdly no gatistical sgnificance, though in Table 3 the coefficients on the injury
modds are negative and sgnificant. For 11 ft lane widths there is dso generdly a negative
and sgnificant effect. The coefficient for lane widths of 12 ft or greater on collectorsis
positive and in some cases Sgnificant for fatdities (Table 3).

The data on the lane width variables was dso analysed by including only one of the
corresponding variables in each modd. Thiswas done due to correl ations between some of
the lane width variables. Generally, the correlations between these variables were about 0.50
with only 3 of the 28 correlations exceeding 0.70. In Table 5 these coefficient values and
thair test statistic are shown for 20 different modds (other coefficients had smilar valuesto
those in Tables 2 and 3 and are omitted for brevity). The pattern in the coefficients for both
the fatdity and injury moddsis quite clear. When there are more arterid and collector lane
widths of 12 ft or more, traffic fatdities and injuriesincrease. The coefficients for 12 foot or
greater lane widths are the only estimates that are positive and significant. Estimates for
codfficients of smdler lane widths are @ther sgnificantly negetive or inggnificant. The
coefficient for a variable representing the percent of lane widths (for each road class) of less
than or equal to 11 ftisaso estimated. Thisis negative and significant in all cases except for
injuries on collector roads. Whileit is not clear from these results whether there is some
optima “safest” lane width, there does seem to be evidence that lane widths of over 11 ft do

not contribute to a safer road environment.
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These results are quite surprising asit is generad practice to improve the safety of
roads by increasing lane widths. One possible behaviora responseisthat driversincrease
their speed when lanes are wider and off-set any safety benefit from increased lane space.
Another possbility is the hypothess of Mahdd & Szternfeld (1986) thet drivers may fed
safer and reduce cautionary behavior.

Table 6 summarizes the conventiona engineering wisdom on how highway
enginesring “improvements’ affect safety and are compared with the results derived here. As
can be seen, itisin generd, not possible to support the engineering hypotheses. One result
congstent with the engineering hypotheses is that arterid roads are generdly less safe than
controlled accessfadilities (interdtates). This andyssfound satisticaly sgnificant injury
reduction benefits from controlled access facilities compared to more fatdities and injuries
due to arterial roads.

Demographic and Trend Variables

Other variables are included in the regressions to control for other effects known to
have an impact on traffic-related fataities and injuries. These variables provide interesting
results and help explain the observed trends in tota traffic related fatdities and injuries.

States with higher per capitaincome tend to have higher fatdities and injuries as
shown by the large Satigticaly significant postive coefficients on thisvariable. Thisresultis
somewhat counterintuitive as normaly wedthier areas seek to avoid riskier activities.
However, this effect has been found in other aggregate sudies (Hakim et d., 1991). Larger
population does not seem to conclusively lead to more fatdities or injuries.

Most importantly it was found that changesin age cohorts has alarge sgnificant
effect on both fatalities and injuries. The percent of the population between 15 and 24 years

of age increases both fatalities and injuries Snce driversin this age group are well known for
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being involved in more crashes. However, increases in the percent of the population over age
75 leads to fewer fatdities and injuries, which isa surprising result.

The year variable, which represents atime trend, is negative and sgnificant for
faditiesinmoded 2-A. It isnot dgnificant for injuriesin modd 2-B. Thisis an important
result, asit indicates that other factors, not included in the regresson analyses are playing a
role in reducing totd fatdities. Incluson of the medica technology variables (discussed
further below) diminates the sgnificance of the time trend variable in modd 2-C, suggesting
that improvements in medicd technology is playing arole in reducing traffic-related
fadities. Incluson of the seet-belt usage variable in models 3-A and 3-C has the same effect
of diminating the significance of thetimetrend® It is possible that other variables, not
included in this sudy may aso play arole over time, such as margind improvementsin the
design of vehicles”

Other Variables

Two different sets of variables are included to capture effects from seat-belt use. The
firg istheindusion of adummy variable representing whether a sete has either aprimary
seat-belt law, a secondary seat-belt law, or none a al. Primary laws dlow police officersto
ticket those they see who are not wearing seat-belts. Secondary laws only alow tickets to be
given if drivers have committed some other moving violation. Mogt states have secondary
laws while afew have recently enacted primary laws. These varigbles areincluded in the
models of Table 2. Primary laws have the expected effect of reducing both fatdities and
injuries, while secondary laws unexpectedly seem to result in an increase in fatdities.

However, this effect disgppearsin mode 3-C. McCarthy (1999), usng Cdifornia data, found

that enactment of a seat- bt law had no sSgnificant effect on fatdities.

® The shorter time trend also seems to have an effect asthe year variableis also not significant when the seat-
belt usage variableis not included.

" Theintroduction of airbagsin the 1990’ s may also have an effect, though within the time series of the data,
thiswould have represented a small fraction of the total fleet.
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Both laws have been found to increase seat belt usage (see Noland et ., 2001). This
suggests that an dternative approach is to include measured seet-belt usage instead of the
seat-bdt law dummy variablesin the moddl. As discussed previoudy, this was done for the
modesin Table 3 and 4, but data was only available for the 8 years between 1990 and 1997.
Results show that seat-belt usage is datisticaly sgnificant at reducing fataities but has no
effect on injuries.

Alcohol consumption has dso been associated with traffic fatdities (Hakim et d.,
1991). To control for this effect, per capitadcohol consumption (measured astotd ethanol
volume consumed divided by total population) was included in the modds. Thishasavery
ggnificant effect on totd fatdities but was not sgnificant for tota injuries.

Improvementsin medica technology may aso be playing asignificant rolein
reducing overdl traffic-related fatdities. To examine this effect, two variables are tested.
Thefirg, isthe dendty of hospitas within a sate which may serve as a proxy for emergency
response times and for the relative amount of rura areas within astate. One would expect a
higher dengity of hospitals to result in fewer fatalities. Lave (1985) showed that thiswas a
sgnificant varigble, with those states having a higher dengity of hospitals per square mile
having fewer fatdities, however, he did not use time series detaiin hisanalyss. Thisvariable
had an unexpected postive coefficient in the fatdity modds and was Satidticdly
sgnificantly with a negative coefficient in the injuriesmode. While the coefficient was not
generdly sgnificant in the fatality models, it could be that this Smply is an endogenous
response of more hospitals being built in states with more fatd traffic accidents.

A better reflection of changesin medica technology isto find agood varigble that
represents life saving capabilities. Initidly it was hoped that someindex of changein
medica technology would be readily available. However there does not gppear to be a

datistical measure of thistype collected and certainly not at the state level. Thereforea
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proxy variable was needed which would be corrdated with the underlying changes in medica
technology over time and between states. This variable need not necessarily be linked with
traffic-related mortaity but would represent changesin medica technology.

For this reason, white infant mortality levels was tested. Thiswas thought to be one
of the best indicators of changesin medical technology and aso exhibited large variations
between states and over time. Nationwide white infant mortaity ratesin the US have
decreased by 34%, from 9.43 to 6.18 deaths per 1000 births between 1985 and 1997. For a
given year, there isalarge variability between states, ranging from a minimum of 7.5 deeths
per 1000 birthsin 1985 for the states of Hawaii and Massachusetts to a high of 12.2 desths
per 1000 births for the states of Wyoming and Delaware. In 1996 the range was 4.310 9.1
with New Hampshire having the lowest rate and West Viriginia having the highest rete.
Overdl corrdation with per cgpitaincomeisonly 0.48. Use of total infant mortality rates,
ingtead of just white infant mortdity rates, would have had a sronger correlation with per
cgpitaincome, making interpretation of the results more difficult.

Data on white infant mortality rates was available only for 1985 — 1986, 1988, 1990,
and 1992-1997. Missing years werefilled in with averaged vaues from bordering years.
Tests of the modd with missing years produced essentialy the same resulits.

As can be seen, this variable is pogtive and highly sgnificant in the fatdity models,
implying that increases in medical technology reduce totd traffic-related fatdities (i.e,
reduced white infant mortdity representsincreased medica technology). The coefficient is
aso dgnificat in the models that control for seat-belt usage (Tables 3 and 4). Equally
important, the variable isnot at dl sgnificant in the injury modds. Therefore, it gppearsto
be picking up the ability of medica technology to reduce the incidence of faditiesin the
most severe crashes, though, as one would expect, total injuries would not be affected by

medica technology improvements.



The year trend variable is reduced in magnitude and loses its Satigtica significance
when the medica technology proxy isincluded in the modd. Accounting for medica
technology effects appearsto pick up much of the effect of other factors reducing fatdities
over time. Asnoted previoudy, this effect is not gpparent in the seet- belt usage moddls
which appear to have aso captured the time trend, though the white infant mortality variable
isdill gatidicaly sgnificant in the seat-belt models.

Magnitude of Impacts

These results show that in generd, infrastructure “improvements’ have led to an
increase in totdl traffic-related fatalities, while demographic changes, reduced per capita
acohol consumption, and medica technology improvements have decreased fatdities.
Increased seat-belt usage aso appears to have decreased fataities though the impact of seat-
belt legidationislessclear. A rdlevant question iswhat the relative impact of changes over
time have been.

Table 7 shows how 1985 fatdities and injuries would have changed by applying the
eadticities estimated by the models to the 1997 levels of the variables. Table 7 aso shows
the 95% confidence levels associated with these estimates, though point estimates are shown
for those above a 90% one-tailed confidence levd.

The effects of changes in infrastructure have resulted in about 1700 more fatditiesin
1997 relative to 1985. Of this, about 900 of these fatalities are associated with changesin
lanewidths. The estimated confidence interva for the increase in fatdities from
infrastructure changes ranges from 750 to over 2700 and from about 700 to 1100 more
fatdities due to lane width changes. These estimates are based on summing the positive and
negative effects of the changes associated with these variables. The infrastructure changes
that have most increased fatdities are added lane miles of capacity and increasesin the

percent of lanes milesthat are arteria roads.
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Increased injury levels associated with each of the varigbles are dso shown in Table
7. Infrastructure changes have led to about 300,000 more injuries while lane width changes
have accounted for about 60,000 more injuries. The largest infrastructure effect leading to
increased injuriesis the increase in the average number of interstate lanes (about 235,000
more injuries).

The variable with the largest impact on increased fatdities is increased per capita
income (over 11,000). Increasesin income have aso had the largest effect on increasing
injuries (over 630,000). Increased population has resulted in about 850 more fatalities.

Those factors driving down totd fatdities are fewer young people aged 15-24
(reduction of about 5300), more older people aged over 75 (reduction of about 3100), less
acohol consumption (reduction of about 3200), and better medica technology as represented
by the proxy of white infant mortaity rates (reduction of about 2000). Hospitals per square
mile has fdlen over the time pan of the data resulting in an increase of nearly 240,000
injuries. Calculations show that this variable has decreased fatdities, but thismay be an
endogenous effect, as discussed previoudy.

Increased seat-belt usage appears to have the greatest impact on fatdity reduction
based upon estimated nationwide usage of only 21% in 1985 increasing to 68% nationwide in
1996 (US DOQT, 1998). Thisestimate is derived by applying the coefficient from the modd
in Table 4, using just 8 years of datato and resultsin about 12,600 fewer fataitiesin 1996
compared to 1985.

These results suggest that changes in absolute leves of fatdities and injuries are most
sengtive to demographic and behaviord variables. Infrastructure changes have had a smdl
positive effect on fatdities and injuries but this has been dwarfed by the large reductions

from other changes over time. Clearly, these results suggest that not controlling for factors



that change over time could lead to mideading results on how infrastructure change may
affect treffic sefety.

Conclusons

The results of this andys's suggest that changes in highway infrastructure that have occurred
between 1984 and 1997 have not reduced traffic fatdities and injuries and have even had the
effect of increasing totd fatditiesand injuries. This conclusion conflicts with conventiona
enginearing wisdom on the benefits of “improving” highway fadilities and achieving higher
standards of design (Transportation Research Board, 1987). While not dl explicit highway
design improvements were anaysed, the fact that adding new and higher design standard lane
miles leads to increased fatdlities and injuries suggests that new “improved” design standards
are not achieving safety benefits. The review of the literature identified other sudies that
have found this effect, though these studies have not clearly interpreted the implications for
transport and safety policy.

Other factors, primarily changesin the demographic age mix of the population,
increased seat-belt usage, reduced per capitaacohol consumption, and improvementsin
medical technology are responsible for the downward trend in total fatal accidents. To date,
these changes have been more than sufficient to off- set the effect of increasing per capita
income and the effects of various infrastructure improvements.

A key conclusion is that when analyzing the safety effects of infrastructure change it
is necessary to control for changes in exogenous factors and other policy initiatives amed a
reducing accidents. Previous research has generally consisted of cross-sectional datasets that
have not captured changes over time. In cases where safety effects have been analysed
before and after some infrastructure change it is often necessary to collect severd years of
before and after accident data to have sufficient numbers for statistical analyses. Again, these

type of anayses could suffer from not picking up changes in other factors over time. Many
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gudies aso tend to aggregate fataities and injuries, due mainly to the low probability of
fatdities occurring on any specific segment under sudy. This may lead to erroneous
conclusonsiif infrastructure changes have a different impact on fata outcomes than on
injuries. Findly, asdiscussed in the literature review, newer statistical methods are now
available that more appropriately account for the random processes that generate accidents,
meaning that there may be erroneous resuts in some of the older work examining these
issues within the safety literature.

The underlying behaviord mechanism tha could explain the increase in fatdities
associated with infrastructure improvements was not examined. However, it seemslikely
thet it is due to possibly two effects. Oneisthat anincreasein speed levelsis enabled, for
example, by lane widenings or increased capacity, which could increase traffic-rel ated
fadities. The other isthat drivers may not recognize risky Stuations as reedily dueto a
decrease in the difficulty of the driving task, as hypothesized by Mahdd & Szternfeld
(1986). Clearly, more detailed investigation of these underlying effectsis caled for.

Highway project decision making is critically linked to current assumptions about the
beneficia aspects of “improved” design sandards. Many projects are justified based upon
their crash reduction benefits, for example, as sated in environmenta impact Satements.
Thisimpliesthat some level of environmenta damage is acceptable when safety benefits can
be achieved. Obvioudy, if safety benefits cannot be achieved while alowing environmenta
degradation, this chalenges a criticd judtification for many projects.

Current methods for cost-benefit analyses, such asthe U.S. Department of
Trangportation’ s Highway Economics Requirements System, include explicit consderation
of various engineering design criteria, such as lane widths, shoulder widths, and horizonta

curvature(Cambridge Systematics, 1998; USDOT, 1999). Crash reduction rates are based
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upon various engineering sudies, but do not control for other factors that reduce fatdities
over time. Clearly, these type of analyses could lead to faulty conclusons.

Thisisnot to say that dl highway projects that may decrease safety are necessarily
not beneficid. They may ill provide maohbility improvements that are beneficid in
comparison to the safety codts.

Whileit isdifficult to forecadt treffic-related fatdities into the future, current
demographic trends with an increase in the elderly population and fewer younger people
suggest that downward trends will continue. It is even more difficult to know whether
medica technology will continue to improve over time, but it is certainly possible that the
pace of improvement may be lessrapid than in the past (or dternatively it may accelerate).
Further increases in seat-belt usage are ill feasible and can be effective at reducing future
fatdities. Itislikey that downward trendsin fatalities may continue despite increased design
upgrading of highway and road infrastructure.

The modelling framework used in this paper can be expanded in severd ways. Firs,
it should be feasble to andyze various sub- categories of crash types, such as pedestrian
fadities and injuries or those involving children. In addition, it would be desirable to
include data on other infrastructure e ements, such as horizontal curvature and shoulder
widths. It ishoped that further andyss of these rdaionships will help to clarify the effects
found here.
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Tablel

Trendsin Highway Infrastructure Variables

1985 value 1997 valugl Percent change
Total Lane Miles (excludeslocal roads) 8,015,290 8,235,037 2.74%
Average Number of Interstate Lanes 4.340 4457 2.71%
Average Number of Arterial Lanes 2433 2.508 3.09%
Average Number of Collector Lanes 2.024 2.026 0.08%
Percent of Lane Milesthat are Interstates 2.36% 24% 5.65%
Percent of Lane Milesthat are Arterials 10.60% 11.51% 8.62%
Percent of Lane Milesthat are Collectors 20.32% 19.51% -4.00%
Percent Arterials with 9 ft or less Lane Widths 3.06% 158% -48.33%
Percent Arterialswith 10 ft Lane Widths 12.87% 9.22% -28.34%
Percent Arterialswith 11 ft Lane Widths 17.01% 14.91% -12.32%
Percent Arterials with 12 ft or greater Lane Widths 67.07% 74.29% 10.76%
Percent Collectorswith 9 ft or less Lane Widths 16.21% 10.74% -33.71%
Percent Collectors with 10 ft Lane Widths 31.60% 27.01% -14.54%
Percent Collectors with 11 ft Lane Widths 20.25% 23.01% 13.64%
Percent Collectorswith 12 ft or greater Lane Widths 31.95% 39.24% 22.83%




Table2
Fixed Effect Negative Binomial M odel

Aggregate State Data (A) (B) (©) (D)
Dependent Variable DEATHS INJURED DEATHS INJURED
Y ears of data 1984-1997 1984-1997 1985-1997 1985-1997
Coef. T-Stat Coef. T-Stat Coef. T-Stat Coef. T-Stat
Infrastructure Variables
Log(totd lane miles) 0.355 3.16 0.624 455 0.378 2.83 0.183 117
L og(average number of interstate lanes) 0.173 0.69 2.524 6.23 0.253 0.96 2.843 6.87
Log(average number of arteria lanes) 0.101 0.91 0.506 2.09 0.101 0.84 0.494 2.35
L og(average number of collector lanes) 1.036 2.61 -0.713 -0.73 1.271 2.47 -1.246 -1.41
Log(percent interstate lane miles) 0.052 0.61 -0.204 -1.60 0.061 0.66 -0.367 -2.81
Log(percent arteria lane miles) 0.152 1.92 0.238 1.70 0.132 1.47 0.103 0.74
Log(percent collector lane miles) 0.149 2.07 0.304 3.32 0.125 1.62 0.205 2.26
Log(percent arterials with lane widths of 9 ft. or less) 0.007 1.44 -0.021 -2.68 0.006 1.16 -0.011 -1.48
Log(percent arterials with lane widths of 10 ft.) -0.017 -1.60 -0.035 -241 -0.017 -1.52 -0.033 -2.33
Log(percent arterials with lane widths of 11 ft.) -0.003 -0.24 -0.011 -0.67 -0.003 -0.21 0.003 0.24
Log(percent arterials with lane widths of 12 ft. or greater) 0.005 0.09 0.133 124 0.034 0.54 0.075 0.67
L og(percent collectors with lane widths of 9 ft. or less) -0.022 -3.06 -0.034 -2.92 -0.022 -2.67 -0.023 -2.19
Log(percent collectors with lane widths of 10 ft.) 0.025 1.39 -0.015 -0.51 0.011 0.55 -0.008 -0.28
L og(percent collectors with lane widths of 11 ft.) -0.023 -2.54 -0.044 -3.50 -0.024 -2.34 -0.031 -3.18
L og(percent collectors with lane widths of 12 ft. or greater) 0.033 121 0.008 0.14 0.048 1.59 0.027 0.42
Demographic and Trend Variables
Log(percent population aged 15-24) 0.566 5.87 0.646 414 0.621 5.99 0.749 4.80
Log(percent population over age 75) -0.322 -3.19 -0.518 -3.46 -0.366 -3.22 -0.219 -1.34
Log(per capitaincome) 0.955 8.05 0.953 4.27 0.877 6.71 0.730 3.13
L og(population) 0.119 1.35 -0.471 -4.26 0.148 1.40 0.045 0.31
Year -0.010 -2.90 0.005 0.89 -0.003 -0.85 0.000 -0.02
Other Variables
Primary Seat-belt Law -0.047 -3.20 -0.048 -1.54 -0.039 -2.39 -0.103 -3.16
Secondary Sest-belt Law 0.022 227 0.013 0.67 0.006 0.54 0.011 0.54
Log(Per capita alcohol consumption) 0.490 5.67 0.103 0.65 0.417 452 0.147 0.95
Log(White Infant Mortality) - - - - 0.130 2.67 0.013 0.18
Log(Hospitals per Square Mile) - - - - 0.136 1.61 -0.617 -6.54
Constant 13.074 2.23 -19.746 -1.94 -0.162 -0.02 -12.784 -1.06
N 700 657 646 607
Log likelihood -3290.75 -6029.45 -3007.16 -5510.20




Table3

Fixed Effect Negative Binomial Regressionswith Seat-belt Use Variable

Aggregate State Data (A) (B) (©) (D)
Dependent Varigble DEATHS INJURED DEATHS INJURED
Y ears of data 1990-1997 1990-1997 1990-1997 1990-1997
Coef. T-Stat Coef. T-Stat Coef. T-Stat Coef. T-Stat
Infrastructure Variables
Log(total lane miles) -0.294 -1.28 0.893 3.32 -0.401 -1.60 0.021 0.07
L og(average number of interstate lanes) 1.402 3.40 2.376 3.26 1.447 3.47 2.935 4.08
Log(average number of arteria lanes) 0.382 212 0.709 1.37 0.395 221 0.949 2.00
L og(average number of collector lanes) 0.001 0.00 0.406 0.28 -0.162 -0.29 -1.288 -1.06
Log(percent interstate lane miles) -0.018 -0.11 -0.091 -0.32 -0.121 -0.71 -0.569 -1.98
Log(percent arteria lane miles) -0.104 -0.93 0.243 1.10 -0.122 -1.07 0.100 0.53
Log(percent collector lane miles) -0.033 -0.35 0.126 1.39 -0.050 -0.52 0.117 110
Log(percent arterials with lane widths of 9 ft. or less) 0.008 1.33 -0.020 -2.34 0.008 1.39 -0.013 -1.46
Log(percent arterials with lane widths of 10 ft.) -0.012 -0.88 0.018 0.98 -0.019 -1.31 0.003 0.16
Log(percent arterials with lane widths of 11 ft.) -0.008 -0.56 0.006 0.24 -0.010 -0.64 0.000 0.01
Log(percent arterials with lane widths of 12 ft. or greater) -0.162 -1.29 0.073 0.25 -0.126 -1.02 0.018 0.07
Log(percent collectors with lane widths of 9 ft. or less) -0.016 -1.49 -0.010 -0.60 -0.013 -1.13 -0.001 -0.04
Log(percent collectors with lane widths of 10 ft.) 0.011 0.40 -0.109 -2.15 0.016 0.56 -0.087 -1.81
L og(percent collectors with lane widths of 11 ft.) -0.008 -0.76 -0.047 -3.01 -0.006 -0.53 -0.027 -2.44
L og(percent collectors with lane widths of 12 ft. or greater) 0.119 2.56 0.204 1.71 0.117 2.56 0.097 0.87
Demographic and Trend Variables
Log(percent population aged 15-24) 0.819 5.43 1.149 4.04 0.759 5.00 1.000 4.22
Log(percent population over age 75) -0.508 -2.42 -0.463 -1.18 -0.542 -2.49 -0.481 -1.62
Log(per capitaincome) 0.722 3.19 0.580 1.40 0.809 3.59 0.607 1.55
L og(popul ation) 0.159 0.97 -0.976 -4.55 0.231 1.33 -0.126 -0.51
Year 0.004 0.52 0.021 1.76 0.006 0.85 0.010 0.90
Other Variables
L og(Per capita alcohol consumption) 0.253 1.82 0.018 0.08 0.201 1.42 0.092 0.46
Log(Percent Seat-belt Use) -0.143 -4.98 -0.029 -0.56 -0.134 -4.68 -0.039 -0.76
Log(White Infant Mortality) - - - - 0.142 2.68 -0.010 -0.12
Log(Hospitals per Square Mile) - - - - 0.102 0.85 -0.723 -551
Constant -8.085 -0.70 -42.018 -1.99 -13.688 -1.18 -30.844 -151
N 400 378 396 374
Log likelihood -1682.25 -3245.30 -1662.40 -3198.85
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Table4
Random Effects Negative Binomial Model Corresponding to Model 3-C

Aggregate State Data (©)
Dependent Variable DEATHS
Y ears of data 1990-1997
Coef. T-Stat
Infrastructure Variables
Log(totd lane miles) 0431 4.48
L og(average number of interstate lanes) 0.370 1.31
Log(average number of arterial lanes) 0.519 311
L og(average number of collector lanes) -0.508 -0.93
Log(percent interstate lane miles) 0.163 1.60
Log(percent arteria lane miles) -0.018 -0.19
Log(percent collector lane miles) 0.022 0.26
Log(percent arterials with lane widths of 9 ft. or less) 0.013 2.23
Log(percent arterials with lane widths of 10 ft.) 0.004 0.26
Log(percent arterials with lane widths of 11 ft.) 0.002 0.09
Log(percent arterials with lane widths of 12 ft. or greater) -0.136 -1.17
Log(percent collectors with lane widths of 9 ft. or less) -0.020 -1.64
Log(percent collectors with lane widths of 10 ft.) 0.026 0.91
L og(percent collectors with lane widths of 11 ft.) -0.001 -0.08
L og(percent collectors with lane widths of 12 ft. or greater) 0.023 0.57
Demographic and Trend Variables
Log(percent population aged 15-24) 0.970 6.25
Log(percent population over age 75) -0.407 -2.56
Log(per capitaincome) 0.403 1.92
L og(population) 0.557 6.02
Year 0.014 2.23
Other Variables
L og(Per capita alcohol consumption) 0.322 271
Log(Percent Seat-belt Use) -0.123 -4.18
Log(White Infant Mortality) 0.198 3.43
Log(Hospitals per Square Mile) 0.081 124
Constant -36.217 -3.43
N 396
Log likelihood -2110.87
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Tableb

Coefficientson Lane Width Variableswhen Moddlled Individually

Fatality Models|  Injury Models

Percent Arterials with Lane Widths of 9 ft or less -0.001 -0.022
(-0.24) (-2.99)

Percent Arterialswith 10 ft Lane Widths -0.023 -0.051
(-2.25) (-3.94)

Percent Arterialswith 11 ft Lane Widths -0.027| -0.037]
(-2.60) (-3.28)

Percent Arterials with Lane Widths of 11 ft or less -0.042 -0.064]
(-2.97) (-4.03)

Percent Arterials with Lane Widths of 12 ft or greater 0.093 0.186
(1.72) (1.85)

Percent Collectors with Lane Widths of 9 ft or less -0.023 -0.033
(-2.82) (-3.15)

Percent Collectors with 10 ft Lane Widths -0.007| -0.017]
(-0.37) (-0.61)

Percent Collectorswith 11 ft Lane Widths -0.025 -0.039
(-2.83) (-4.40)

Percent Collectors with Lane Widths of 11 ft or less -0.061 -0.008
(-2.07) (-0.21)

Percent Collectors with Lane Widths of 12 ft or greater 0.069 0.091
(2.63) (1.72)

Test statistic isin parentheses



Table6

Hypothesized and M odelled Effect of Infrastructure Variables

Fatalities

Injuries

Engineering
Hypothesis

Results of
Anaysis

Engineering
Hypothesis

Results of
Analysis

Total Lane Miles

+

+

Average Interstate Lanes

*

Average Arterial Lanes

*

Average Collector Lanes

+

+
+
*

Percent Interstate Lane Miles

*

Percent Arterial Lane Miles

Percent Collector Lane Miles

*

4|+

*

+|+

Percent Arterials with 9 ft or less Lane Widths

Percent Arterialswith 10 ft Lane Widths

* 4]+

4]+

Percent Arterialswith 11 ft Lane Widths

*

Percent Arterials with 12 ft or greater Lane Widths

Percent Collectors with 9 ft or less Lane Widths

Percent Collectors with 10 ft Lane Widths

*[ 4|+

4]+

Percent Collectors with 11 ft Lane Widths

Percent Collectorswith 12 ft or greater Lane Widths

+ = positive and significant effect
- = negative and significant effect
* = insignificant effect




Table7

Estimated Changesin Fatalitiesand Injuriesusing Elasticity Values

Results from Models 2-C and 2-D Fatality Injury Elasticity | Changein 1985| 95% confidencerangeof | Changein 1985 95% confidence range of
Elasticity fatalitieswith estimate injuries with estimate
1997 values of 1997 values of
each variable each variable

Tota Lane Miles 0.378 * 474 146 803 * * *
Average Interstate Lanes * 2.843 * * * 236414 168988 303908
Average Arteria Lanes * 0.494 * * * 90237 7846 86046
Average Collector Lanes 1271 -1.246 57 12 103 -3798 -9062| 1468,
Percent Interstate Lane Miles * -0.367| * * * -63966 -108593 -19270
Percent Arterial Lane Miles 0.132 * 521 -175 1214 * * *
Percent Collector Lane Miles 0.125 0.205 -229 48 -506 -25298 -3396) -47169
Percent Arterialswith 9 ft or less Lane Widths * -0.011] * * * 23916 38981 -5411
Percent Arterials with 10 ft Lane Widths -0.017| -0.033 220 513 -64 28847 52301 4528
Percent Arterials with 11 ft Lane Widths * * * * * * * *
Percent Arterials with 12 ft or greater Lane Widths * * * * * * * *
Percent Collectors with 9 ft or less Lane Widths -0.022 -0.023 339 587 90 23916 45379 2475
Percent Collectors with 10 ft Lane Widths * * * * * * * *
Percent Collectors with 11 ft Lane Widths -0.024 -0.031] -150 -272 -24 -13044, -21316 -5062
Percent Collectors with 12 ft or greater Lane Widths 0.048 * 501 -115 1109 * * *
Total for Lane Width Variables 910 713 1111 63635 115345 -3470
Total for Infrastructure Variables 1733 744 2725 297224 171128 321513
Average Per Capitalncome 0.877| 0.730 11228 7950 14510 630129 235314 1024373
Total Population 0.148 * 851 -343 2039 * * *
Total Percent aged 15-24 0.621 0.749 -5289 -3561 -7024 -430119 -254448 -605497|
Total Percent aged over 75 -0.366 -0.219 -3099 -4991 -1213 -125012 -308443 58356
Per Capita Alcohol Consumption 0.417 * -3233 -1829 -4633 * * *
White Infant Mortality 0.130, * -2047 -542 -3539 * * *
Hospitals per Square Mile 0.136 -0.617 -784 169 -1735 239714 311532 167819
Seet-belt Use (model 4-C, 3-D, based on 1996 value) -0.123 * -12594 -18561 -6703 * * *

* Not significant at 90% level (one-tailed test)




Figurel
Trendsin US Traffic Fatalitiesand Injuries (index = 100 in 1967)
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